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Abstract—In order to reduce the number of charge/discharge cycles of distributed energy 

storage systems (DESSs) to extend their lifespan, a State-of-Charge (SoC) balancing control is 

used. In conventional SoC balancing strategies, a local integral control is generally introduced 

in each DESS to ensure SoC equalization and Distributed Generators (DGs) frequency 

restoration. These strategies increase the system order and have a constraining bandwidth that 

may lead to stability issues. The few methods in which a local integrator is not added generally 

result in poor performance of the SoC synchronization strategy and frequency restoration, with 

the inability to eliminate static error. In this proposal, a novel resilient distributed control is 

proposed to ensure an effective SoC balancing of DESSs and frequency restoration with high 

performance without increasing the system order with a local integral control. The dynamic 

average consensus is modified to evaluate the participation level of each DESS in order to 

determine the active power references to synchronize the SoCs of the DESSs. These active 

power references are chosen to regulate the DG frequency to the nominal frequency of the MG. 

Therefore, the proposed method ensures SoC balancing with automatic frequency regulation 

and accurate output power sharing performance. Only voltage restoration control is added for 



DGs voltage regulation. In this distributed control architecture, SoC equalization as well as 

voltage/frequency restoration are performed only with local DG information and information 

from their neighbors. Simulations and then experimental results are performed to verify the 

effectiveness of the proposed method in discharging mode, in charging mode, in the presence 

of intermittent renewable energy sources, in the case of communication failure, in the case of 

communication delay, in the case of load variation, and in the case of "plug and play". 

Comparisons were also made with two SoC balancing strategies from the literature. 

Keywords—Distributed Energy Storage System, Distributed control, Consensus Control, 

Power management, SoC balancing.  



1. Introduction 

Microgrids (MG) have emerged as the most promising solution to meet the environmental 

and energy security requirements of the energy transition [1]. Fig. 1 represents a typical 

configuration of an AC Microgrid. Nowadays, research on MGs is still going on the integration 

of ESSs (Energy Storage Systems) with RESs is a promising approach to enhance the MG 

operation, energy quality and stability. ESSs are generally used in MG operation in order to 

assist RESs (Renewable Energy Sources) which have intermittent nature [2]. The combination 

of ESSs with RESs improves significantly the MG reliability, flexibility and power quality [3]. 

ESSs are vital in islanded MG in order to compensate the mismatch power between RESs and 

loads [4]. ESSs are also used for peak shaving, peak shifting, renewable smoothing, power 

quality improvement, congestion relief and other ancillary services [2], [5]. The most used type 

of ESSs in MG application are Batteries Energy Storage Systems (BESSs) thanks to their long-

term application capability, fast dynamic response and energy absorption/release with acceptable 

cost [6], [7]. 

However, although the cost of BESS technologies has decreased significantly in recent years, 

their prices are still quite high at present [8]. Therefore, the efficient operation of BESSs becomes 

particularly important in order to avoid their fast degradation and also to extend their lifetime by 

considering their physical limitations (dynamics and SoC). Since SoCs in BESSs technologies 

are a crucial factor in checking whether the battery is in good condition, their SoCs must remain 

within a predefined range with respect to the battery technology. To ensure a better operation 

and therefore to extend the lifetime of BESSs, an operation range of 10%-90% or 20%-80% is 

commonly considered in literature. Generally, SoC synchronization methods [5], [8] are used in 

MG involving multiple DESSs units. DESSs SoC balancing control permits to avoid uneven 

degradation which greatly facilitates maintenance, to reduce the charge/discharge cycles that 

cause premature ageing and to extend BESSs lifetime by avoiding deep discharge and surcharge. 



Extending BESSs lifetime has economic benefit since BESSs are still one of the costliest devices 

in the MG and great benefit for environment since BESSs are still not completely recyclable. 

SoC balancing has also the benefit to control DESSs ageing. SoC equalization can be achieved 

by using a centralized architecture controller [9], [10] or a distributed architecture controller 

[11]–[13], as represented in Fig. 2. A centralized architecture uses a MGCC (Microgrid Central 

Controller) to achieve the SoC synchronization by exchanging data with all DGs while a 

distributed architecture controller only exchanges information between DGs through a sparse 

communication network to ensure SoC synchronization. In distributed architecture, each DG as 

agent only receives information from its neighbors. 
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Fig. 1. Typical configuration for an AC Microgrid system with distributed control. 

 

The main advantage of distributed controller is its robustness to communication failure. 

Unlike centralized control architecture which has a unique point of failure (MGCC default), the 

distributed architecture allows the continuity of system control when a communication failure 

happens and improves the system reliability and expandability. 
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Fig. 2. (a): Distributed control architecture; (b): Centralized control architecture. 

 

Many methods have been proposed in recent years to ensure DESSs SoC balancing. These 

methods are generally based on droop control with two different configurations that can be 

categorized as centralized and distributed methods. Reference [9] used a centralized control 

architecture to provide SoC balancing. Nevertheless, frequency and voltage restoration is not 

studied and a failure of the MGCC may result in the loss of SoC synchronization control. In [5], 

a multi-agent system (MAS) based on distributed control is used for SoC equalization without 

adding a control law (integrator). DGs frequencies are restored to their nominal values when 

SoC balancing is achieved, which may lead to a serious frequency deviation during the SoC 

balancing process if a sudden change in the MG system occurs, such as a large load variation. In 

addition, DGs voltage regulation is not studied in [5]. Authors of [8] achieved SoC balancing 

control in a distributed control architecture by introducing a PI controller into the P-ω droop 

control equation. In this control, the integral control is nullified when the errors between the 

SoCs of the DESSs become small. However, DGs frequency and voltage restoration is not 

investigated in this study. In [14] and [15], a distributed control-based MAS (Multi-Agent 

System) with consensus algorithm is used to achieve SoC equalization, frequency and voltage 

restoration thanks to an integral control. However, the SoC balancing control in charging mode 

is not studied in [15] since it is not performed by the secondary control but by the tertiary control. 

Reference [16] used a distributed control based on an adaptive frequency droop gain method to 

balance the SoC of the DESSs while ensuring frequency and voltage restoration. In this method, 



using a PI controller, by changing the value of the frequency droop gain, the author can lead the 

DESS to provide more or less power to the MG. The restoration of the frequency and voltage is 

performed in [16]. However, modifying the gain of the P-ω droop equation to ensure SoC 

synchronization can result in stability issues. An adaptive virtual resistance method is used in 

[17] to balance the discharge rate of BESSs through a PID controller in a distributed architecture. 

By adjusting the virtual resistance, this control balances the SoC of BESSs that have different 

capacities. However, the voltage and frequency restoration of the MG is not studied. In [18], an 

adaptive frequency droop based on virtual power is implemented to ensure SoC balancing by 

introducing a virtual power in the P-ω droop equation in a distributed control-based MAS. The 

virtual power used for SoC balancing is calculated by means of a PI controller. Frequency and 

voltage restoration is also achieved in [18]. A distributed terminal sliding mode controller is used 

for robust SoC balancing control in [19] using an integral control. DGs frequency and voltage 

are restored to their nominal values. 

In most all the strategies presented above except for the method used in [5], an integral control 

is introduced for each DESS in order to ensure SoC synchronization and frequency restoration. 

These controls increase the system order and have a constraining bandwidth that can bring 

stability problems. Sizing the control parameters of such controls becomes a difficult problem 

since oversized parameters introduce interaction with the internal loops that leads to instability 

and undersized parameters lead to poor performance. The problem of sizing the control 

parameters becomes more challenging, especially when the number of DESS is high or increases 

with the expansion of the microgrid. The few methods in which an integrator is not added 

generally result in poor performance of the SoC synchronization strategy and frequency 

restoration, with the inability to eliminate static error. Therefore, a method to get rid of the 

integral control while ensuring high control performance for SoC synchronization and frequency 

restoration is needed. 



In this paper, a new resilient distributed control is used for an effective power management 

in an AC islanded microgrid based on DESSs. The proposal achieves SoC balancing and 

frequency restoration with high resilience under constraining operating conditions 

(communication failure, communication delay or loads/sources impacts) and with high 

performance without introducing a local integral control. Beyond the power quality aspects, such 

a management will allow a better exploitation of the distributed storage units, leading to a better 

lifespan of these elements. Functionally, the design of the secondary management algorithm uses 

active power references that are sent to the primary level to achieve SoC synchronization. Each 

DESS provides active power to the MG based on its participation level which is determined 

through a modified dynamic average consensus. In addition, the active power references are 

chosen to stabilize the DGs frequency at the nominal frequency of the MG. Thus, the DG 

frequency is instantly restored to its nominal value without waiting for the SoC synchronization 

and this without any additional control for the frequency restoration. Only voltage restoration 

control is implemented. 

SoC balancing, frequency regulation as well as voltage regulation are achieved in a fully 

distributed architecture controller where three information (errors on average active power, 

errors on average SoC and voltage) are exchanged between the DGs through a sparse 

communication network. The main contributions of this proposal are as follows: 

1) A novel SoC balancing technique that achieves accurate power sharing without 

using additional control laws as commonly done in the literature, and operating perfectly 

in charging and discharging mode is proposed. 

2) Frequency regulation is automatically achieved in this proposal without using 

additional control laws, since the secondary control provides to the primary levels, the 

appropriate active power reference that set the DG frequency to the nominal value. 



3) Moreover, the distributed control ensures high resilient and performance under 

constraining operating conditions such as a partial communication loss, communication 

time delay and a suddenly connection or disconnection of a DG unit or loads. 

4) In addition, the SoC balancing and frequency restoration control parameters are 

easy to design and depend only slightly on the system parameters. Therefore, there is no 

need to resize the control parameters when expanding the MG as long as the same 

communication topology is maintained. 

5) Compared to the methods in the literature where a P or PI or PID controller is 

used, in the proposed strategy, no power is shared between the DESSs at zero load and 

RESs power. Hence, the losses and aging of the batteries are reduced when no load is 

connected to the MG. 

The rest of the paper is organized as follows: In Section 2, the studied system is presented. 

The proposed method for SoC balancing and voltage regulation is investigated in Section 3. 

Simulation results are presented in Section 4 and experimental results in Section 5. Section 6 

concludes this paper. 

2. Studied system description 

2. 1. Studied system 

The general synoptic scheme of the studied system for this proposal is presented in Fig. 3. 

This System represents a case of an AC Microgrid with DG units based on batteries that supply 

local loads. The DGs are interconnected through lines and each load is connected to a local point 

of common coupling. 
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Fig. 3. Studied System: MG based on 03 DESSs supplying 03 loads 

2. 2. BESSs SoC estimation method 

Many strategies have been developed in the literature [20]–[22] to estimate the states of 

charge of the BESSs units. Since this paper only interest is the BESSs SoC synchronization, the 

coulomb counting method in [6] is used for the BESSs SoC estimation and can be described as 

follows: 

𝑆𝑜𝐶𝑖 = 𝑆𝑜𝐶𝑖𝑛𝑖𝑡 −
1

𝐶𝑖
∫ 𝐼𝑖𝑑𝑡 (1) 

with 𝑆𝑜𝐶𝑖𝑛𝑖𝑡 represents the initial SoC of the 𝐵𝐸𝑆𝑆𝑖; 𝐶𝑖 denotes nominal capacity of the 𝐵𝐸𝑆𝑆𝑖 

and 𝐼𝑖 is the output current of the 𝐵𝐸𝑆𝑆𝑖. 

By omitting the BESS power loss, the real power of the BESS can be expressed as: 

𝑃𝑖 = 𝑉𝑖𝐼𝑖 => 𝐼𝑖 =
𝑃𝑖

𝑉𝑖
 (2) 

By combining (1) and (2), the SoC estimation can be expressed as: 

𝑆𝑜𝐶𝑖 = 𝑆𝑜𝐶𝑖𝑛𝑖𝑡 −
1

𝜇𝑖
∫ 𝑃𝑖𝑑𝑡 (3) 



𝜇𝑖 = 𝐶𝑖𝑉𝑖 (4) 

where 𝑃𝑖, 𝑉𝑖 denotes the BESS active power and output voltage respectively. 

In the next section, the proposed strategy for SoC equalization is explained.  

3. Proposed distributed control for SoC balancing and voltage regulation  

Distributed control is recently widely used in MG especially for secondary control. It is a 

promising approach to enhance islanded MG reliability, stability and performance [23]. Many 

works have been already proposed to ensure distributed secondary control [11]–[13]. Distributed 

control has many advantages such as reduction of the communication infrastructure cost, 

reduction of computational burden, more reliable and adapted for large and complex MG 

compare to centralized control. 

In this section, an enhance fully distributed control architecture is proposed for DESSs SoC 

synchronization and voltage/frequency restoration. 

3. 1. Graph theory and distributed control based on consensus 

Distributed control communication network can be expressed by a graph G= (V, E), with V 

= {𝑣1, 𝑣2, … , 𝑣𝑁}, the set of N nodes or N agents and E⊆ 𝑉 × 𝑉, the set of edges or arcs. 

Elements of E are denoted as (𝑣𝑖 , 𝑣𝑗) and represent the arcs from node 𝑣𝑖 to node 𝑣𝑗  and are 

represented with arrows at unique or double direction depending on the information flow 

between the two nodes (unidirectional or bidirectional) as illustrated in Fig. 4. 
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Fig. 4. Representative graph with five agents. 

 



Each edge (𝑣𝑖 , 𝑣𝑗) is associated with a weight 𝑎𝑖𝑗>0 if 𝑣𝑖 receives information from 𝑣𝑗  

else 𝑎𝑖𝑗 = 0. The adjacency matrix is defined as: A=[𝑎𝑖𝑗] and the graph Laplacian matrix as 

L=D-A. D is the diagonal matrix defined as: D=diag{𝑑𝑖} and 𝑑𝑖=∑ 𝑎𝑖𝑗
𝑁
𝑗=1 . 

In order to bring all the agents to converge to the same value, the distributed control-based 

consensus protocol is defined as [23]: 

µ𝑖 = ∑ 𝑎𝑖𝑗

𝑁

𝑗=1

(𝑥𝑗 − 𝑥𝑖) + 𝑏𝑖(𝑥𝑖 − 𝑥0) (5) 

where 𝑏𝑖>0 if the agent 𝑣𝑖 has the information about the consensus value, otherwise 𝑏𝑖 = 0. 

With this protocol, the global dynamic protocol can be defined as: 

𝑋̇ = 𝐾(−𝐿𝑋 + 𝐵(𝑋0 − 𝑋)) (6) 

where 𝑋 = [𝑥1, … , 𝑥N]′
 
; 𝑋0 = [𝑥01, … , 𝑥0N]′; B=diag{𝑏𝑖},the diagonal pinning matrix; 𝐿 =

𝐷 − 𝐴, the Laplacian matrix and K, the consensus gain. 

For the studied system defined in Fig. 3 with three DESSs (three agents), the adjacency matrix 

A, the Laplacian matrix L and the pinning matrix B are defined respectively as:  

A=(
0 1 1
1 0 1
1 1 0

) , L=(
   2 −1 −1
−1   2 −1
−1 −1    2

); B= (
1 0 0
0 0 0
0 0 0

) 

3. 2. DESSs SoC balancing and voltage regulation  

Conventionally, droop control is used for power sharing in the MG. This control brings all 

DGs to provide powers according to their nominal powers. The droop control equations are 

represented as follows [24]: 

𝜔𝑖 = 𝜔𝑛 − 𝑚𝑖(𝑃𝑖 − 𝑃𝑖𝑛) (7) 

𝑉𝑖 = 𝑉𝑛 − 𝑛𝑖(𝑄𝑖 − 𝑄𝑖𝑛) (8) 



with ωn, 𝑉𝑛, 𝑚𝑖 =
∆𝜔

𝑃𝑖𝑛
, 𝑛𝑖 =

∆𝑉

𝑄𝑖𝑛
, 𝑃𝑖, 𝑄𝑖, 𝑃𝑖𝑛, 𝑄𝑖𝑛 are respectively the MG nominal frequency, 

the MG nominal voltage, the frequency droop coefficient, the voltage droop coefficient, the 𝐷𝐺𝑖 

active power, the 𝐷𝐺𝑖 reactive power, the nominal 𝐷𝐺𝑖 active power and the 𝐷𝐺𝑖 nominal 

reactive power. ∆𝜔 and ∆𝑉 represent maximum deviation of the frequency and voltage 

respectively. 

This type of strategy is not well suited for a MG with DESSs because a battery with a lower 

state of charge would provide more power than another one that has a higher SoC in discharging 

mode resulting deep discharges issues. 

The main idea of SoC synchronization strategy is to make sure that the battery with the 

highest (respectively the lowest) SoC provides more (respectively less) power in discharging 

mode. In charging mode, this strategy ensures that the battery with the highest (respectively the 

lowest) state of charge, receives less (respectively more) power. 

In this paper a new strategy is proposed for DESSs SoC balancing. The global dynamic 

equation of the proposed method to ensure the DESS SoC equalization is reported in the equation 

(9). In order to fill the requirements, set above for SoC synchronization, active power references 

are used for SoC balancing. These active power references (𝑃𝑖𝑟𝑒𝑓) are calculated as shown in 

equation (10) thanks to the level of participation (𝐾𝑖𝑆𝑜𝐶) of the DESS that depends on the state 

of charge and is evaluated in equation (11). 

𝜔𝑖 = 𝜔𝑛 − 𝑚𝑖(𝑃𝑖 − 𝑷𝒊𝒓𝒆𝒇) (9) 

𝑃𝑖𝑟𝑒𝑓 = 𝑲𝒊𝑺𝒐𝑪𝑷𝒊𝒕 (10) 

𝐾𝑖𝑆𝑜𝐶 =
𝑺𝒐𝑪𝒊𝒎

𝑺𝒐𝑪𝒊𝒎𝒕
 

0 < 𝐾𝑖𝑆𝑜𝐶 < 1 and ∑ 𝐾𝑖𝑆𝑜𝐶
𝑁
𝑖=1 = 1 and ∑ 𝑷𝒊𝒓𝒆𝒇

𝑁
𝑖=1 = 𝑷𝒊𝒕 

 

(11) 

with 𝑷𝒊𝒕: DESSs total active power and 𝑲𝒊𝑺𝒐𝑪: level of participation of the 𝐷𝐸𝑆𝑆𝑖. 



𝑺𝒐𝑪𝒊𝒎 and 𝑺𝒐𝑪𝒊𝒎𝒕 represent respectively the modified 𝑆𝑜𝐶𝑖 of the 𝐷𝐸𝑆𝑆𝑖 and the total 

modified 𝑆𝑜𝐶𝑖 of all DESSs and are evaluated in the equation (12) and (13). 

𝑆𝑜𝐶𝑖𝑚 = 𝜶𝑺𝒐𝑪𝑺𝒐𝑪𝒊
𝒌𝝈𝒊 (12) 

𝑆𝑜𝐶𝑖𝑚𝑡 = ∑ 𝑆𝑜𝐶𝑖𝑚

𝑁

𝑖=1

 

 

(13) 

𝑁 is the number of DESSs in the MG. 

𝑘 ≥ 1 represents the SoC balancing convergence speed coefficient. The greater is k, the faster 

the batteries SoC converge toward the same value. 

𝝈𝒊 = −𝟏 in charging mode and 1 in discharging mode. 

In order to evaluate 𝑆𝑜𝐶𝑖𝑚𝑡 and 𝑃𝑖𝑡 in a distributed way, the proposed modified dynamic 

average consensus in [5] is used (refer equation (15) and (16)). The SoC balancing coefficient 

𝜶𝑺𝒐𝑪 (equation (14)) is introduced in the equation (12) to make sure that the modified dynamic 

average consensus converges in discharging and charging mode by keeping 𝑆𝑜𝐶𝑖𝑚𝑡 around the 

same magnitude in charging and discharging mode. 

𝛼𝑆𝑜𝐶 = 10−𝛿𝜎𝑖  (14) 

𝑋𝑖𝑡[𝑙 + 1] = 𝑁(𝑋𝑖[𝑙] + 𝜆𝑚𝑒𝑎𝑛 ∑ 𝛽𝑖𝑗[𝑙 + 1]

𝑗∈𝑁𝑖
𝑗≠𝑖

) 
(15) 

𝛽𝑖𝑗[𝑙 + 1] = 𝛽𝑖𝑗[𝑙] + 𝑋𝑗𝑚𝑒𝑎𝑛[𝑙] − 𝑋𝑖𝑚𝑒𝑎𝑛[𝑙] (𝑖 ≠ 𝑗)   (16) 

where 𝛿 represents a coefficient that depends on the SoC balancing convergence speed 

coefficient (𝑘) and should be chosen to keep 𝑆𝑜𝐶𝑖𝑚𝑡 around the same magnitude in charging 

and discharging mode; 𝑙 represents the iteration; 𝑋𝑖𝑡 can be replaced in our case of study by 

𝑆𝑜𝐶𝑖𝑚𝑡 and 𝑃𝑖𝑡; 𝜆𝑚𝑒𝑎𝑛: modified average consensus gain and is set based on the convergence 

speed of the consensus algorithm and stability in general [5]. 

From the point of view of frequency and voltage stabilization services, the proposed 

secondary control strategy for the DESSs allows: 



▪ A stabilization of the frequency is achieved automatically in the investigated system, 

since the secondary control provides to the primary levels the appropriate active power 

references (𝑃𝑖 = 𝑃𝑖𝑟𝑒𝑓) that stabilizes the frequency at its nominal value 𝑓𝑛. Therefore, 

either in the presence of sudden load changes, the control enables fast disturbance 

rejection with reduced impact on the frequency. 

▪ Regulation of the DGs voltage is achieved by means of a consensus control which 

principle is detailed above in equation (5). 

Equations for the distributed control-based consensus for voltage restoration are designed as 

follows: 

𝑋𝑣̇ = 𝐾𝑣(−𝐿𝑉̅ + 𝐵(𝑉𝑛̅ − 𝑉̅)) (17) 

with 𝑋𝑣 = (

𝑥1𝑣

𝑥2𝑣

𝑥3𝑣

) ; 𝑉̅ = (
𝑉1

𝑉2

𝑉3

); 𝑉𝑛̅ = (
𝑉𝑛

𝑉𝑛

𝑉𝑛

);  

with 𝐾𝑣: voltage consensus control gain; 𝐿: Laplacian matrix; B: diagonal pinning Matrix and 

𝑥𝑖𝑣 the voltage compensator of the 𝐷𝐸𝑆𝑆𝑖. 

The dynamic equation for voltage control is represented in equation (18). The global control 

scheme for SoC balancing and for voltage regulation for a DG unit is reported in Fig. 5. 

𝑉𝑖 = 𝑉𝑛 − 𝑛𝑖(𝑄𝑖 − 𝑄𝑖𝑛) + 𝒙𝒊𝒗 (18) 

3. 3. Design of the control parameters 

This section is dedicated to the design of the control parameters 𝑘, 𝛿 and 𝜆𝑚𝑒𝑎𝑛. 

The first parameter to choose is the SoC balancing coefficient (𝑘) which will determine the 

convergence speed of the battery SoCs to the same value. The higher 𝑘 is, the faster the batteries 

will converge to the same state of charge. A 𝑘=5 gives very good results in terms of convergence 



speed of the SoC balancing but the 𝑘 can be chosen larger as long as the computing device 

manages to calculate the 𝑆𝑜𝐶𝑖𝑚. 
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Fig. 5. Global control scheme for a 𝐷𝐺𝑖 . 

The proposed control scheme automatically avoids charging one battery while discharging 

another, because 𝐾𝑖𝑆𝑜𝐶 is always less than 1, regardless of the value of 𝑘, there will never be a 

risk of one battery discharging to charge another in order to ensure the SoCs balancing. The 

maximum value of 𝑘 will therefore be limited by the capacities of the computer. 

The second parameter to choose is the consensus coefficient 𝛿 which depends on k. The role 

of this coefficient is to keep the value of 𝑆𝑜𝐶𝑖𝑚 at the same order of magnitude in charging and 

discharging mode thanks to the coefficient 𝛼𝑆𝑜𝐶. In fact, in charging mode, the values of 𝑆𝑜𝐶𝑖𝑚 

become very small while in discharging mode, their values become larger. Therefore, this will 

make the convergence of the modified average consensus algorithm for the same parameter 

𝜆𝑚𝑒𝑎𝑛 complex. To avoid the divergence of the consensus algorithm for the evaluation of 𝑆𝑜𝐶𝑖𝑚𝑡, 

the coefficient 𝛿 should be well chosen to allow the convergence of the algorithm in both modes 



of operation, by reducing the value of 𝑆𝑜𝐶𝑖𝑚 in discharging mode and increasing it in charging 

mode. 

 Example: Assuming that the SoCs of the DESSs are limited between 20 and 90% to avoid 

deep discharges and overloads. For a 𝒌 =6, we have the following: 

maximum value of 𝑆𝑜𝐶𝑖𝑚 in charging mode: 20−6 = 1.5625e-08 (very small); 

maximum value of 𝑆𝑜𝐶𝑖𝑚 in discharging mode: 906 = 5.3144e+11 (very high). 

 It can be seen that there is a very large difference between the maximum value of the 𝑆𝑜𝐶𝑖𝑚 

in charging mode and in discharging mode. This will lead to the divergence of the consensus 

algorithm in charging mode, hence the need to apply the coefficient 𝛼𝑆𝑜𝐶. 

After applying the coefficient 𝛼𝑆𝑜𝐶 with a 𝛿=9: 

maximum value of 𝑆𝑜𝐶𝑖𝑚 in charging mode: 109 ∗ 20−6 = 15.625; 

maximum value of 𝑆𝑜𝐶𝑖𝑚 in discharging mode: 10−9 ∗ 906 = 53.144. 

With a 𝛿 =9, we make sure that the 𝑆𝑜𝐶𝑖𝑚 values remain close both in charging and 

discharging mode to ensure the convergence of the algorithm for the determination of the 

𝑆𝑜𝐶𝑖𝑚𝑡. 

The last and most important parameter to set is the consensus gain (𝜆𝑚𝑒𝑎𝑛). 𝜆𝑚𝑒𝑎𝑛 depends 

on the chosen magnitude of the 𝑆𝑜𝐶𝑖𝑚 and the topology of the communication network between 

the agents. 𝜆𝑚𝑒𝑎𝑛 is set based on the convergence speed of the consensus algorithm and its 

stability. The value of 𝜆𝑚𝑒𝑎𝑛 must be chosen small enough to allow the convergence of the 

algorithm. As it is shown in [5], a large value of the consensus gain increases the convergence 

speed of the algorithm, but can also lead to its instability if the selected the consensus gain is too 

large.  



It can be seen that the parameters of the proposed control depend much more on the topology 

of the communication network than on the parameters of the MG system. Therefore, a redesign 

of the proposed control parameters is not necessary when the size of the MG increases as long 

as we keep the same communication topology for the agents. 

4. Simulation results 

To investigate the proposed strategy for DESSs SoC synchronization, a MATLAB/Simulink 

simulation is performed on the studied system reported in Fig. 3. The MG System parameters 

are reported in Table 1. Four tests are realized in this section. First test, to validate the SoC 

balancing method in discharging mode. Second test, to validate the proposed method for SoC 

balancing in charging mode. Third test, to investigate the impact of communication failure on 

this strategy and the final test for the plug and play capability. In all tests, the load 3 is 

disconnected at 300 s and reconnected at 600 s. 

Table 1 

System parameters. 

Item Symbol Value 

MG Parameters   

Line impedance DG1 𝑟1, 𝐿1 0.1Ω, 1mH 

Line impedance DG2 𝑟2, 𝐿2 0.1Ω, 0.6mH 

Line impedance DG3 𝑟3, 𝐿3 0.1Ω, 1mH 

Line impedance DG1-2 𝑟12, 𝐿12 0.1Ω, 0.6mH 

Line impedance DG2-3 𝑟23, 𝐿23 0.1Ω, 0.6mH 

Rated powers DG1 𝑃1𝑛, 𝑄1𝑛 1500 W, 1500 VAR 

Rated powers DG2 𝑃2𝑛, 𝑄2𝑛 2000 W, 1000 VAR 

Rated powers DG3 𝑃3𝑛, 𝑄3𝑛 2500 W, 500 VAR 

Load 1, 2, 3  𝑅𝑐ℎ 52 Ω 

MG frequency/voltage 𝑓𝑛/𝑉𝑛 60Hz/110V 

Constant for SoC estimation 𝜇𝑖      2500(Ah. V)−1 

Control Parameters 

Max f & V deviation ∆𝑓/∆_𝑉 0.5 Hz/5V 

SoC balancing coefficient 𝑘 5 

Consensus coefficient  𝛿 8 

Consensus gain 𝜆𝑚𝑒𝑎𝑛 0.1 

Voltage Consensus gain 𝐾𝑣 5 

 



4. 1. Test 1: SoC balancing in discharging mode  

First test is dedicated to show the effectiveness of the proposed method for DESSs SoC 

balancing in discharging mode. Initially, the DESS 1, 2 and 3 states of charge are respectively 

set to 100, 93 and 85%. Simulation results are represented in Fig. 6. The states of charge of the 

DESSs are presented in Fig 6 (a), DESSs frequency and voltage (f & V) variations are 

represented in Fig. 6 (b) and Fig. 6 (c) respectively. Active powers of the DESSs are reported in 

Fig. 6 (d). Fig 6 (a) shows that the SoCs of all DESSs converge toward the same value and are 

well synchronized at 600s. Since all BESSs have the same capacity, their active powers also 

converge toward the same value as presented in Fig 6 (d). 

 

Fig. 6. SoC balancing under discharging mode with a load impact at 300 and 600s: (a) SoC behavior of the 03 

batteries; (b), (c) and (d) measured frequency, RMS voltage and active power at the output of the 03 DGs units. 

 

Despite the load variation at 300s and 600s the frequency and voltage of the DESSs remain 

to their nominal values (Fig 6 (b) and (c)) during the MG operation. Even if small peaks of the f 

∆SoC = 0 

(a) (b) 

(c) (d) 



& V are observed under load change it remains negligible and the f & V are restored to their 

nominal values within 1s. 

4. 2. Test 2: SoC balancing in presence of variable renewable energy power  

Second test is realized to verify the effectiveness of the SoC synchronization method in 

charging mode and the performance of the proposed scheme in presence of variable renewable 

energy power. An active power profile shown in Fig. 7 (a) and imitating RESs (PV and WT) 

power generation is injected in the MG. 

DESS 1, 2 and 3 SoCs are initially set to 50, 45 and 40% respectively. Simulation results are 

represented in Fig. 7. The states of charge of the DESSs are presented in Fig 7 (b). It can be seen 

that between 0h00min and 6h15min, the DESSs are in discharging mode because the power of 

the RESs is lower than the power of the loads. The DESS 1 which has the highest SoC provides 

the highest power to the MG (Fig. 7 (c)). However, at 6h15min, when the power of the RESs 

becomes higher than the power of the loads, the DESSs switch to charging mode and this time, 

the DESS 3 which has the lowest SoC that receives the most active power (Fig. 7 (c)), thus 

resulting in an equalization of the SoCs at 12h30min (Fig 7 (b)). The proposed control ensures 

SoC balancing, despite the injection of variable power from renewable energy sources. DGs 

frequency and voltage variations are reported in Fig. 7 (d) and Fig. 7 (e) respectively and remain 

to their nominal values in spite of the load and RESs power variations. Also note that slight 

frequency and voltage variations occur during disconnection and reconnection of load 3, but they 

remain negligible. 



 

Fig. 7. SoC balancing in charging mode with injection of variable renewable energy power and load impact at 6h 

and 12h: (a) RESs active power (b) SoC behavior of the 03 BESSs; (c), (d) and (e) measured active power, 

frequency and RMS voltage at the output of the 03 DGs units. 

 

4. 3. Test 3: Communication Failure 

The third test is dedicated to the robustness of the proposed SoC balancing method against 

communication failure. In order to see the impact of communication failure of the proposed 

method, a communication link failure between the agent 1 and 2 is initially simulated as 

(a) (b) 

(d) (c) 

(e) 

∆SoC = 0 



reported in Fig. 8. The two agents can no more exchange and information to each other ( 𝒂𝟏𝟐 =

𝟎, 𝒂𝟐𝟏 = 𝟎). 

Communication

failure

Agent 3

Agent 2Agent 1
 

Fig. 8. Communication network with a failure between agent 1 and 2. 

 

For this test, the DESS 1, 2 and 3 SoC are initially set to 100, 93 and 85 % respectively. 

Results are represented in Fig. 9. The SoCs of the DESSs are presented in Fig 9 (a), frequency 

and voltage of the DESSs are represented in Fig. 9 (b) and Fig. 9 (c) respectively. Active powers 

of the DESSs are reported in Fig. 9 (d).  

Results in Fig 9 (a) show that despite the loss of communication between the two agents 1 

and 2, the SoCs of all DESSs are well balance to the same value at 600s. Communication failure 

between two agents has so no impact on the performance the proposed SoC balancing method. 

It can be seen that the frequency and voltage of the DESSs remain to their nominal (Fig 9 (b) 

and (c)) values during the MG operation. Voltage regulation control is not affected by the loss 

of the communication link. 



 

Fig. 9. SoC balancing under communication failure with a load impact at 300 and 600s: (a) SoC behavior of the 

03 batteries; (b), (c) and (d) measured frequency, RMS voltage and active power at the output of the 03 DGs 

units. 

 

4. 4. Test 4: Plug and play  

In the fourth test, the SoC of the DESS 1, 2 and 3 are respectively set to 100, 95 and 90%. In 

order to investigate the “Plug and Play” capability, the DESS 3 is disconnected at t=350s and 

reconnected at t=430s. Simulation results are represented in Fig. 10. The states of charge of the 

DESSs are presented in Fig. 10 (a), frequency and voltage of the DESSs are represented in Fig. 

10 (b) and Fig. 10 (c) respectively. Active powers of the DESSs are reported in Fig. 10 (d). 

Between 0 and 350s all DGs are connected to the grid. SoCs of the DESSs converge to the 

same value (Fig. 10(a)) and the DESSs provide powers according to their SoCs. However, at 

t=350s, the DESS 3 is disconnected. DESS 3 shares no active power 𝑃3 = 0 (Fig. 10 (d)) and 

(a) (b) 

(c) (d) 

∆SoC = 0 



the DESS 3 SoC remains to 63%. SoC balancing is ensured only between the DESS 1 and 2 until 

the DESS 3 is reconnected at 430s. Then, the DESS 3 supplies power to the MG. The SoC of 

the DESS 3 converges toward the same value as DESS 1 and 2 resulting the synchronization of 

their SoCs (Fig. 10 (a)) at t=787s. It is also worth mentioning that DGs voltage and frequency 

(Fig. 10 (b) and Fig. 10 (c) respectively) remain to their nominal values after a disconnection or 

connection of the DESS 3 though small peaks are perceived. 

 

Fig. 10. SoC balancing under “plug and play” condition with a load impact at 300 and 600s: (a) SoC behavior of 

the 03 batteries; (b), (c) and (d) measured frequency, RMS voltage and active power at the output of the 03 DGs 

units. 

4. 5. Test 5: Communication delay 

Since the proposed method relies on a communication network to exchange information, 

there is usually a time delay in the sparse communication network. A latency in the range of 0.3s 

to 2s is generally observed for the control of distributed energy resources in a MG [25]. By 

∆SoC1_2 = 0 

∆SoC = 0 

(c) (d) 

(a) (b) 



considering the worst-case scenario, the impact of a 2 s constant time delay on the proposed 

method (SoC balancing and voltage regulation) is analyzed in this test using a first-order rational 

polynomial approximation. Simulation results are represented in Fig. 11. The states of charge of 

the DESSs are presented in Fig. 11 (a), frequency and voltage of the DESSs are represented in 

Fig. 11 (b) and Fig. 11 (c) respectively. Active powers of the DESSs are reported in Fig. 11 (d). 

 

Fig. 11. SoC balancing with 2s time delay: (a) SoC behavior of the 03 batteries; (b), (c) and (d) measured 

frequency, RMS voltage and active power at the output of the 03 DGs units. 

 

As it can be seen in Fig. 11 (b) and Fig. 11 (c), at start-up the restoration of the voltage and 

frequency of the DGs to their nominal values takes longer (83s for the voltage and 10s for the 

frequency) because of the 2s delay time implemented in the communication network. After the 

startup, the DGs frequencies and voltages are regulated to their nominal values and the MG 

remains stable despite the load variation at 300s and 600s. All DESSs achieve SoC balancing at 

(c) (d) 

(a) (b) 

∆SoC = 0 



600 s as illustrated in Fig. 11 (a). The SoC balancing convergence speed is almost unaffected by 

the time delay. The proposed method achieves SoC balancing despite the communication 

network having a time delay and a 2 s time delay has almost no effect on the dynamic 

convergence characteristics of the SoC. 

4. 6. Test 6: Comparison with other method 

A comparison with the SoC balancing technique used in [18], where local integral control is 

introduced, is performed to evaluate the performance of the proposed scheme. All loads are 

disconnected at t=50s and then reconnected at t=500s in both controls. The obtained results are 

shown in Fig. 12. Results of the proposal are represented to the left and obtained results with the 

method used in [18] are represented to the right. It can be seen in Fig. 12 (b) that SoC balancing 

is achieved between 50s and 500s in the control using an integral despite the zero-load power. 

Indeed, to ensure the balancing of the SoC, the DESS 1 discharges to recharge the DESS 2 and 

3 (Fig. 12 (d)). This leads to unnecessary losses in the MG which should be avoided. While, in 

the proposed method, as can be seen in Fig. 12 (a), at no load power between 50s and 500s, no 

power is exchanged between the DESSs (Fig. 12 (c)) and their SoCs remain constant. The SoC 

balancing is ensured after the reconnection of the loads to the MG (Fig. 12 (a)). The proposed 

control method therefore prevents a battery from discharging in order to charge another one and 

as a result reduces the losses at zero load power contrary to the methods used in the literature. 



 
Fig. 12. Comparison between the proposed control and the control used in [5]: (a) SoC behavior of the 03 

batteries; (b), (c) and (d) measured frequency, RMS voltage and active power at the output of the 03 DGs units. 

 

5. Experimental results 

In order to verify the effectiveness of the proposed method for DESSs SoC balancing, 

experimental tests in different case scenario are performed on the experimental setup reported 

in Fig. 13. The setup consists of a cinergia GE & EL-20 used in AC Grid Emulator (GE), a 

dSPACE JUIL-2010 system with a controldesk, a three-phase resistive load, two three-phase 

inductances (one for DESS unit line and the another one for interconnection line) and a switch 

to simulate a loss of a DESS unit. Each AC phase of the cinergia can be controlled 

independently and represents a DESS unit. The three single-phase DGs units are relied to an 

AC bus through lines and interconnection lines. Each local Point of Common Coupling (PCC) 

supplies a local resistive load. The experimental setup configuration scheme is represented in 

(c) (d) 

(a) (b) 

∆SoC = 0 
∆SoC = 0 

Proposed control Control used in [18] 



Fig. 14. Each DESS unit is modeled in the dSPACE as discussed in 2. 2. The proposed control 

algorithm is implemented and compiled from Simulink to dSPACE to control each DESS unit 

of the GE. Four tests are realized in this section: First test to validate the SoC balancing method. 

Second test to investigate the proposed method under loads change. Third test to investigate the 

impact of communication failure on the proposal. Fourth test to investigate the plug and play 

capability. 

In all four tests, the DESS 1, 2 and 3 SoC are initially set to 100, 95 and 90% respectively. 

The experimental setup parameters and control parameters are reported in Table 1. 

 

Fig. 13. Experimental setup. 
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Fig. 14. System configuration scheme. 

 

5. 1. Test 1: SoC balancing verification  

First test is dedicated to show the effectiveness of the proposed method. Experimental results 

are represented in Fig. 15. The states of charge of the DESSs are presented in Fig. 15 (a), DESSs 

voltage and frequency variations are represented in Fig. 15 (b) and Fig. 15 (c) respectively. 

Active powers of the DESSs are reported in Fig. 15 (d). 

Fig. 15 (b) shows that each DESS supplies power to the grid according to its SoC resulting a 

SoC synchronization at 494 s as shown in Fig. 15 (a). As expected, frequency and voltage of the 

DESSs remained to their nominal (Fig. 15 (b) and (c)) values during the MG operation. 



 

Fig. 15. SoC balancing verification: (a) SoC behavior of the 03 batteries; (b), (c) and (d) measured frequency, 

RMS voltage and active power at the output of the 03 DGs units. 

 

5. 2. Test 2: Load variation  

Second test is realized to verify the effectiveness of the SoC balancing method under load 

variation. In this test, all resistive loads are reduced from 52Ω to 40 Ω at t=312.4s then are reset 

to 52Ω at t=510s. Experimental results are reported in Fig. 16. The states of charge of the DESSs 

are presented in Fig. 16 (a), DESSs frequency and voltage variations are represented in Fig. 16 

(b) and Fig. 16 (c) respectively. Active powers of the DESSs are reported in Fig. 16 (d). 

Initially all three loads are set at 𝑅𝑐ℎ=52Ω. All DESSs supply active power according to their 

SoCs (Fig 16 (d)) in order to achieve SoC balancing. At t=312.4s, all three loads are reduced to 

𝑅𝑐ℎ=40Ω which increased the loads demand power. Each DESS supplies more power (Fig. 16 

(d)) while ensuring the SoC balancing. The SoCs of the DESSs decreased rapidly (Fig. 16 (a)) 

∆SoC = 0 
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(c) (d) 



due to the increase of the active power of the BESSs. The SoC are synchronized to the same 

value at 458s (Fig. 16 (a)). Then at 510s, the three loads are reset to 𝑅𝑐ℎ=52Ω. The loads demand 

power drops so the powers of the DESSs. Slight spikes in the voltage and frequency of the 

DESSs appear during load variation. These peaks are negligible (0.02 V and 0.0003 Hz) compare 

to the limited variations range (5 V and 0.5 Hz). Frequency and voltage of the DGs (Fig. 16 (b) 

and Fig. 16 (c) respectively) remain to their nominal values after a load change. 

 

Fig. 16. SoC balancing verification under load variation: (a) SoC behavior of the 03 batteries; (b), (c) and (d) 

measured frequency, RMS voltage and active power at the output of the 03 DGs units. 

 

5. 3. Test 3: Communication Failure 

The third experimental test is devoted to the robustness of the proposed method against 

communication failures. In order to see the impact of communication failure on the proposed 

method, a communication link failure between the agent 1 and 2 is simulated as shown in Fig. 

8, in the dSPACE at t=200 s. Information exchange between the DESS 1 and the DESS 2 is no 
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longer possible. Results are reported in Fig. 17. The states of charge of the DESSs are presented 

in Fig. 17 (a), frequency and voltage of the DESSs are represented in Fig. 17 (b) and Fig. 17 (c) 

respectively. Active powers of the DESSs are reported in Fig. 17 (d). 

Results in Fig. 17 (a) show that despite the loss of communication between the two agents (1 

and 2), the SoCs of all DESSs are well synchronized to the same value at 494 s. Communication 

failure has so no impact on the proposed SoC balancing method. Notice also that the frequency 

and voltage of the DESSs remained to their nominal (Fig. 17 (b) and (c)) values during the MG 

operation. Voltage regulation control is also not affected by the loss of the communication link. 

 
Fig. 17. Impact of communication failure: (a) SoC behavior of the 03 batteries; (b), (c) and (d) measured 

frequency, RMS voltage and active power at the output of the 03 DGs units. 
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5. 4. Test 4: Plug and play  

In order to investigate the Plug and Play capability, the DESS 3 is disconnected at t=394.6s 

and reconnected at t=435.9s thanks to a switch. Experimental results are represented in Fig. 18. 

The states of charge of the DESSs are presented in Fig. 18 (a), frequency and voltage of the DGs 

are represented in Fig. 18 (b) and Fig. 18 (c) respectively. Active and powers of the DESSs are 

reported in Fig. 18 (d). 

 
Fig. 18. “Plug and play”: (a) SoC behavior of the 03 batteries; (b), (c) and (d) measured frequency, RMS voltage 

and active power at the output of the 03 DGs units. 

 

Between 0 and 394.6s all DGs are connected to the grid and the DESSs supply powers 

according to their SoCs. However, at 394.6 s the DESS 3 is disconnected from the MG. 

Therefore, the DESS 3 shares no power 𝑃3 = 0 (Fig. 18 (d)) and the DESS 3 SoC remains to 

58%. SoC balancing is ensured only between the DESS 1 and 2 until the DESS 3 is reconnected 
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at 435.9s. Then, the DESS 3 begins to provide power to the grid. The SoC of the DESS 3 

converges to the same value as DESS 1 and 2, resulting in their SoCs being synchronized at 700s 

(Fig. 18 (a)). It is also worth mentioning that DESSs frequency and voltage (Fig. 18 (b) and Fig. 

18 (c) respectively) remain to their nominal values after a disconnection or connection of a DESS 

even small disturbances are observed but they remain negligible. 

5. 5. Test 5: Communication delay  

Fourth test is devoted to the impact of time delay in the sparse communication network on 

the proposed method. By considering the worst-case scenario as in section 4. 5, the impact of a 

2 s time delay on the proposed strategy (SoC balancing and voltage regulation) is analyzed in 

this test using a first-order rational polynomial approximation. In order to study the impact of 

communication delay on the control in presence of load variations, all three resistive loads are 

reduced from 52Ω to 40 Ω at t=328s then are reset to 52Ω at t=531s. Experimental results are 

illustrated in Fig. 19. The SoCs of the DESSs are presented in Fig. 19 (a), frequency and voltage 

of the DGs are reported in Fig. 19 (b) and Fig. 19 (c) respectively. Active and powers of the 

DESSs are reported in Fig. 19 (d). 

As shown in Fig. 19 (b) and Fig. 19 (c), at startup, the restoration of the voltage and frequency 

of the DGs to their nominal values takes longer (78s for the voltage and 14s for the frequency) 

because of the 2s delay time introduced in the control but remained in the permissible ranges of 

the European norm EN 50160 (±2% of the nominal value for the frequency and ±10% of the 

nominal value for the voltage amplitude). However, after the startup, the DGs frequency and 

voltage are remained to their nominal values and the MG remains stable despite the load 

variations. SoC balancing is achieved at 459s as illustrated in Fig. 19 (a). The SoC balancing 

and the voltage regulation convergence speeds after the startup are almost unaffected by the time 

delay. The proposed method achieves SoC balancing despite the communication network having 



a time delay and a 2 s time delay has almost no effect on the dynamic convergence characteristics 

of the SoC. 

 

Fig. 19. SoC balancing with 2s time delay: (a) SoC behavior of the 03 batteries; (b), (c) and (d) measured 

frequency, RMS voltage and active power at the output of the 03 DGs units. 

 

5. 6. Test 6: Comparison with other method 

A comparison with the SoC balancing technique used in [5] where an integral control is not 

also introduced, is realized to evaluate the performance of the proposed scheme. All resistive 

loads are reduced from 52Ω to 40 Ω at t=314s then are reset to 52Ω at t=508s in both controls. 

The obtained experimental results are shown in Fig. 20. Results of the proposal are represented 

to the left and obtained results with the method used in [5] are represented to the right. It can be 

seen in Fig. 20 (a) and Fig. 20 (b) that SoC balancing is achieved in both controls. However, a 

static error in the SoCs synchronization control is observed in the results of the method [5], 
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which remains and increases with load impacts. (∆𝑆𝑜𝐶=1.53 at 300s and ∆𝑆𝑜𝐶=1.56 at 600s) 

while for the proposed method this error is eliminated even with load impacts (∆𝑆𝑜𝐶=1.8 at 300s 

and ∆𝑆𝑜𝐶=0 at 600s). This static error is usually eliminated by adding an integral control like in 

[15] or [18], while the proposed method cancels this error without using this integrator. 

 

Fig. 20. Comparison between the proposed control and the control used in [5]: (a) and (b) SoC behavior of the 03 

batteries, (c) and (d) measured frequency of the DGs, (e) and (f) active power at the output of the 03 DGs units 

for both controls. 
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As shown in Fig. 20 (d), the DGs frequencies are not restored to their nominal values and 

change with load variations. In [5], the frequency of the DGs at steady state depends on the 

active power of the DG, the error between the SoCs of the DESSs and the maximum allowed 

deviation value on the frequency. Frequency restoration can be achieved by adding an additional 

control as consensus control as was done in [15], [18], or [19]. Whereas with the proposed 

strategy the DGs always operate at nominal frequency (60 Hz) even under load impacts as shown 

in Fig. 20 (c) without using additional control for frequency regulation. 

 

6. Conclusion 

In order to reduce the number of charge/discharge cycles of DESSs to extend their 

lifetime and maintain the MG stability, this paper focused on a novel distributed control to 

ensure an effective SoC balancing of the DESSs and frequency restoration with high 

performance without introducing an integral control which may bring stability issues. The 

proposed design balances the DESS SoC with accurate output power sharing while providing 

frequency and voltage regulation with high robustness under communication failure and 

significant communication delay conditions. The proposed distributed control is validated 

through MATLAB/Simulink simulation and on an experimental setup. The simulation and 

experimental results show the effectiveness of the proposed power management control in 

charging mode, discharging mode, large load change scenario, communication failure, 

communication delay, presence of variable renewable energy and “plug and play” working 

conditions. 
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